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COGNITIVEWHEELS: THE FRAME PROBLEM OF Al

DANIEL C. DENNETT

Once upon a time there was a robot, named R1 by its creatanslyltask was to fend for itself. One day its designers arramgetd learn that its
spare battery, its precious energy supply, was locked in a robnawihe bomb set to go off soon. R1 located the room, and the keydodhand
formulated a plan to rescue its battery. There was a waghe imém, and the battery was on the wagon, and R1 hypothesized thairaaziton
which it called PULLOUT (Wagon, Room, t) would result in the éatbeing removed from the room. Straightaway it acted, and didesigtgetting
the battery out of the room before the bomb went off. Unfortunately, howteeebomb was also on the wagon. R1 knew that the bomb was on the
wagon in the room, but didn't realize that pulling the wagon would Bréngomb out along with the battery. Poor R1 had missed that obvious
implication of its planned act.

Back to the drawing board. "The solution is obvious,' said the desigDersiext robot must be made to recognize not just the intended iiopigcaf

its acts, but also the implications about their side-effectdebycing these implications from the descriptions it uses in forimyiigt plans.' They

called their next model, the robot-deducer, R1D1. They placed R1D1 intheiseme predicament that R1 had succumbed to, and as it too hit upon
the idea of PULLOUT (Wagon, Room, t) it began, as designeaynsider the implications of such a course of action. It had justdidideducing that
pulling the wagon out of the room would not change the colour of the rootissamal was embarking on a proof of the further implication thatngulli
the wagon out would cause its wheels to turn more revolutions thanttéeravheels on the wagon - when the bomb exploded.

Back to the drawing board. "We must teach it the difference betvadevant implications and irrelevant implications,' said thigmks, “and teach it

to ignore the irrelevant ones.' So they developed a method of taggii@ations as either relevant or irrelevant to the project at laanttlinstalled the
method in their next model, the robot-relevant-deducer, or R2D1 for $ioen they subjected R2D1 to the test that had so unequivocally selscted it
ancestors for extinction, they were surprised to see it siimqylet-like, outside the room containing the ticking bomb, the nativehiteresolution
sicklied o'er with the pale cast of thought, as Shakespeare (aadenently Fodor) has aptly put it. ‘Do something!' they yelled ‘&titn,' it retorted.

“I'm busily ignoring some thousands of implications | have determinkee imelevant. Just as soon as | find an irrelevant implicatiput, it on the list

of those | must ignore, and...' the bomb went off.

All these robots suffer from the frame problem. If there is &vée a robot with the fabled perspicacity and real-time adrsitfed?2D2, robot-
designers must solve the frame problem. It appears at fiost & best an annoying technical embarrassment in robotics, oy mergious puzzle for
the bemusement of people working in Artificial Intelligence (Athink, on the contrary, that it is a new, deep epistemologicdllem - accessible in
principle but unnoticed by generations of philosophers - brought to light by thenmetheds of Al, and still far from being solved. Many people in Al
have come to have a similarly high regard for the seriousness fofuthe problem. As one researcher has quipped, "We have given waltioé g
designing an intelligent robot, and turned to the task of designing thauwill destroy any intelligent robot that anyone else designs!

| will try here to present an elementary, non-technical, philosolphttaduction to the frame problem, and show why it is so interedtimgve no
solution to offer, or even any original suggestions for where a soluigit lie. It is hard enough, | have discovered, just to say gledudt the frame
problem is - and is not. In fact, there is less than perfeeeagnt in usage within the Al research community. McCarthy ayeds]who coined the
term, use it to refer to a particular, narrowly conceived prolleout representation that arises only for certain strategide#&ting with a broader
problem about real-time planning systems. Others call this brpaalelem the frame problem-"the whole pudding,’ as Hayes has cdjpedsonal
correspondence) - and this may not be mere terminological sloppirisskitions' to the narrowly conceived problem have the effect of diéving
(deeper) difficulty into some other quarter of the broad problem, gietinétter reserve the title for this hard-to-corner difficMiith apologies to
McCarthy and Hayes for joining those who would appropriate their team,doing to attempt an introduction to the whole pudding, calling frainee
problem. | will try in due course to describe the narrower versitineoproblem, “the frame problem proper' if you like, and show somethitsy of
relation to the broader problem.

Since the frame problem, whatever it is, is certainly not sgfeédand may be, in its current guises, insoluble), the ideoldgieslof Al such as Hubert
Dreyfus and John Searle are tempted to compose obituaries foldheifieg the frame problem as the cause of death. In What Corsita@'t do
(Dreyfus 1972), Dreyfus sought to show that Al was a fundamentallghaistmethod for studying the mind, and in fact many of his somewhat
impressionistic complaints about Al models and many of his declarightmsto their intrinsic limitations can be seen to hover quitesyeatically in

the neighbourhood of the frame problem. Dreyfus never explicitly mentiorisathe problem, but is it perhaps the smoking pistol he was looking for
but didn't quite know how to describe? Yes, | think Al can be seen to thiedial smoking pistol, but at least in its “whole pudding' guiseeitéryone's
problem, not just a problem for Al, which, like the good guy in many d@amystory, should be credited with a discovery, not accused aha.cri

One does not have to hope for a robot-filled future to be worried by the fseoblem. It apparently arises from some very widely held and innocuous-
seeming assumptions about the nature of intelligence, the truthmbsieindoctrinaire brand of physicalism, and the conviction that iteysbssible

to explain how we think. (The dualist evades the frame problem - bubecguse dualism draws the veil of mystery and obfuscation over iLide
how-questions; as we shall sec, thc problem arises when one¢sakeslg the task of answering certain how-questions. Dualists irexglesxcuse
themselves from the frame problem.)

One utterly central - if not defining - feature of an intelligeeing is that it can 'look before it leaps'. Better, it temktbefore it leaps. Intelligence is (at
least partly) a matter of using well what you know - but for wRatdmproving the fidelity of your expectations about what is going to hampgemn for
planning, for considering courses of action, for framing further hypatheitie the aim of increasing the knowledge you will use in the fusar¢éhat

you can preserve yourself, by letting your hypotheses die in your stedadias 8opper once put it). The stupid - as opposed to ignorant - isetmg
one who lights the match to peer into the fuel tank, who saws dffrthéne is sitting on, who locks his keys in his car and then spendsxh&our
wondering how on earth to get his family out of the car.

But when we think before we leap, how do we do it? The answer sdsioss: an intelligent being learns from experience, and then useg Wwast
learned to guide expectation in the future. Hume explained this is térhabits of expectation, in effect. But how do the habits work? Hhaaiex
hand-waving answer - associationism - to the effect that oergaisition paths between ideas grew more likely-to-be-followdideysbecame well
worn, but since it was not Hume's job, surely, to explain in moeel de¢ mechanics of these links, problems about how such paths couldtbegpoadi
use - and not just turned into an impenetrable maze of untraverdeht@ates - were not discovered.

Hume, like virtually all other philosophers and "mentalistic’ psychstigivas unable to see the frame problem because he operated btall a
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purely semantic level, or a phenomenological level. At the phenomeraliggiel, all the items in view are individuated by their meaningsir
meanings are, if you like, “given' - but this just means that@rist helps himself to all the meanings he wants. In thisgheagemantic relation
between one item and the next is typically plain to see, and onegushes that the items behave as items with those meaningsmbghave. We
can bring this out by concocting a Humean account of a bit of learning.

Suppose that there are two children, both of whom initially tend tocgralties from the jar without asking. One child is allowed to do thioiested

but the other is spanked each time she tries. What is the rélsaelg&cond child learns not to go for the cookies. Why? Because dhedhexgperience

of cookie-reaching followed swiftly by spanking. What good does that dd?tiMeldea of cookie-reaching becomes connected by a habit path to the
idea of spanking, which in turn is connected to the idea of pain...csurde the child refrains. Why? Well, that's just the effetihatfidea on that sort

of circumstance. But why? Well, what else ought the idea of paio bn such an occasion? Well, it might cause the child to piroueier deft foot,

or recite poetry, or blink, or recall her fifth birthday. But giwghat the idea of pain means, any of those effects would be abswedndw how can

ideas be designed so that their effects are what they oughtgivdrewhat they mean? Designing some internal things - an idsad# it - so that it
behaves vis-a-vis its brethren as if it meant cookie or pain srilgevay of endowing that thing with that meaning; it couldn't medning ff it didn't

have those internal behavioural dispositions.

That is the mechanical question the philosophers left to some diandynied future researcher. Such a division of labour might have bewghtalbut it

is turning out that most of the truly difficult and deep puzzles ohieg and intelligence get kicked downstairs by this move. It lieras if

philosophers were to proclaim themselves expert explainers of thedseaif a stage magician, and then, when we ask them to explain how the
magician does the sawing-the-lady-in-half trick, they explain thaireally quite obvious: the magician doesn't really saw herfinteasimply makes it
appear that he does. "But how does he do that ?' we ask. "Not ounepaday the philosophers - and some of them add, sonorously: 'Explanation
has to stop somewhere.

When one operates at the purely phenomenological or semantic leved,daiesrone get one's data, and how does theorizing proceed? The term
“phenomenology’ has traditionally been associated with an introspectivednean examination of what is presented or given to consciousness. A
person's phenomenology just was by definition the contents of his or hertsnsss. Although this has been the ideology all along, it has never been
the practice. Locke, for instance, may have thought his "histguleal, method' was a method of unbiased self-observation, but in vexs irgely a
matter of disguised aprioristic reasoning about what ideas andssigre had to be to do the jobs they “obviously' did. The myth that eachesf us ¢
observe our mental activities has prolonged the illusion that majaregeogould be made on the theory of thinking by simply reflecting cigrefubur

own cases. For some time now we have known better: we have constiess @ only the upper surface, as it were, of the multi-$ggetm of
information-processing that occurs in us. Nevertheless, the mij/thaétns its victims.

So the analogy of the stage magician is particularly apt. Qmat lkely to make much progress in figuring out how the tricks are bpsémply sitting
attentively in the audience and watching like a hawk. Too much is goingt of sight. Better to face the fact that one must eithenag®a around
backstage or in the wings, hoping to disrupt the performance in tetipg; or, from one's armchair, think aprioristically about howribkstmust be
done, given whatever is manifest about the constraints. The frafierpris then rather like the unsettling but familiar “discoveat $o far as
armchair thought can determine, a certain trick we have justvasisrflat impossible.

Here is an example of the trick. Making a midnight snack. Hatwhst | can get myself a midnight snack? What could be simp&r&pect there is
some leftover sliced turkey and mayonniase in the fridge, and brdasltingadbox - and a bottle of beer in the fridge as well. | edadian put these
elements together, so | concoct a childishly simple plan: klgognd check out the fridge, get out the requisite matenasnake myself a sandwich,
to be washed down with a beer. Il need a knife, a plate, ardsfgr the beer. | forthwith put the plan into action and it worlgstBal.

Now of course | couldn't do this without knowing a good deal - about bre@addipg mayonniase, opening the fridge, the friction and inertia that w
keep the turkey between the bread slices and the bread on thel leéergghe plate over to the table beside my easy chair. hatsth to know about
how to get the beer out of the bottle into the glass. Thanks to mppseatcumulation of experience in the world, fortunately, | am equipipie v
this worldly knowledge. Of course some of the knowledge | need mighhate. For instance, one trivial thing | have to know is that whehdbegets
into the glass it is no longer in the bottle, and that if I'm holtiegnayonnaise jar in my left hand | cannot also be spreading the misgonita the
knife in my left hand. Perhaps these are straightforward imiplitsat instantiations - of some more fundamental things that inneffect born knowing
such as, perhaps, the fact that if something is in one locatsort ilso in another, different location; or the fact that twagthtan't be in the same
place at the same time; or the fact that situations charthe assult of actions. It is hard to imagine just how one could thase facts from
experience.

Such utterly banal facts escape our notice as we act and plahjsamett isurprising that philosophers, thinking phenomenologically but intribeglgc
should have overlooked them. But if one turns one's back on introspection, ahahjssthetero-phenomenologically' about the purely informational
demands of the task - what must be known by any entity that can perfetasthi these banal bits of knowledge rise to our attention. Measily
satisfy ourselves that no agent that did not in some ways have thé betref information (that beer in the bottle is not in the gless) could perform
such a simple task. It is one of the chief methodological beaitisthat it makes one be a phenomenologist in this improved wag.h&sero-
phenomenologist, one reasons about what the agent must 'know' or figuneagciously or consciously in order to perform in various ways.

The reason Al forces the banal information to the surface ishtbaasks set by Al start at zero: the computer to be progratonsédulate the agent
(or the brain of the robot, if we are actually going to operateemeal, non-simulated world), initially knows nothing at all “abouitbed'. The
computer is the fabled tabula rasa on which every required itenmsomashow be impressed, either by the programmer at the outsesabsequent
'learning’ by the system.

We can all agree, today, that there could be no learningtat ali entity that faced the world at birth as a tabula rasa héuwitiding line between
what is innate and what develops maturationally and what is actemillyeld is of less theoretical importance than one might have thétiylg.some
information has to be innate, there is hardly any particular itetmthst be: an appreciation of modus ponens, perhaps, and the law ofltice@xc
middle, and some sense of causality. And while some things we kostbmlearned - e.g. that Thanksgiving falls on a Thursday, aefingerators
keep food fresh-many other “very empirical' things could in principlermely known - e.g. that smiles mean happiness, or that unsuspended,
unsupported things fall. (There is some evidence, in fact, th& i§han innate bias in favour of perceiving things to fall witlvigational acceleration.)

Taking advantage of this advance in theoretical understanding (i thbat it is), people in Al can frankly ignore the problem ofrieay (it seems) and
take the shortcut of installing all that an agent has to 'knowhte a problem. After all, if God made Adam as an adult who coukliprably solve the
midnight snack problem ab initio, Al agent-creators can in prinaialke an “adult' agent who is equipped with worldly knowledge as ilit ha
laboriously learned all the things it needs to know. This may of cberaedangerous short cut.

The installation problem is then the problem of installing in one wayother all the information needed by an agent to plan in a changing Warla
difficult problem because the information must be installed in a @$afshat. The problem can be broken down initially into the semanticepnadohd
the syntactic problem. The semantic problem called by Allen Neheelbroblem at the 'knowledge level' (Newell 1982) - is the probfgust what

information (on what topics, to what effect) must be installed.syimactic problem is what system, format, structure, or mesihaniuse to put that
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information in.

The division is clearly seen in the example of the midnight snack pmoblisted a few of the very many humdrum facts one needs to knaiviothe
snack problem, but | didn't mean to suggest that those fact®exd Bt me - or in any agent - piecemeal, in the form of a lehdflisentences explicitly
declaring each of these facts for the benefit of the agentisTbhtourse one possibility, officially: it is a preposterouglyame version of the
“language of thought' theory of mental representation, with eachgdistiable “proposition' separately inscribed in the system. No oneisebsor
such a view; even an encyclopedia achieves important economics oftexgiession via its organization, and a walking encyclopedia - nat a ba
caricature of the envisaged Al agent - must use differentrsigspinciples to achieve efficient representation and accesg&ndiv trillions of things;
we know that mayonnaise doesn't dissolve knives on contact, that af sliead is smaller than Mount Everest, that opening the refiigetaesn't
cause a nuclear holocaust in the kitchen.

There must be in us - and in any intelligent agent - some higlidjeetf partly generative or productive system of representimgingtfor use - all the
information needed. Somehow, then, we must store many ‘facts' at wheee facts are presumed to line up more or less one-to-dne wit
non-synonymous declarative sentences. Moreover, we cannot realistaqadfor what one might call a Spinozistic solution - a smatifsexioms and
definitions from which all the rest of our knowledge is deducible on ddmaince it is clear that there simply are no entailmeatioek between vast
numbers of these facts. (When we rely, as we must, on expetieteleus how the world is, experience tells us things that datradt follow from
what we have heretofore known.)

The demand for an efficient system of information storage is trepgpace limitation, since our brains are not all that ldmgemore importantly it is a
time limitation, for stored information that is not reliably agsible for use in the short real-time spans typically availabdgents in the world is of no
use at all. A creature that can solve any problem given enough smyea million years - is not in fact intelligent at alke We in a time-pressured
world and must be able to think quickly before we leap. (One doesn'td&ietthis as an a priori condition on intelligence. One can simpéy/ that
we do in fact think quickly, so there is an empirical question aboutWemanage to do it.)

The task facing the Al researcher appears to be designingeandyett can plan by using well-selected elements from its at&r@wledge about the
world it operates in. 'Introspection’ on how we plan yields the follod#sgription of a process: one envisages a certain situation yefteasketchily);
one then imagines performing a certain act in that situation;heme'sees' what the likely outcome of that envisaged act in tibatian would be, and
evaluates it. What happens backstage, as it were, to pesniebing' (and render it as reliable as it is) is utieglycessible to introspection.

On relatively rare occasions we all experience such bouts of thongbiing in consciousness at the deliberate speed of pondering. These are
occasions in which we are faced with some novel and relativelgutiffiroblem, such as: How can | get the piano upstairs? or sdhgrway to

electrify the chandelier without cutting through the plaster c&ilihgzould be quite odd to find that one had to think that way (consciouslycavig)s

in order to solve the midnight snack problem. But the suggestion isu@atthe trivial problems of planning and bodily guidance that are bem@ath
notice (though in some sense we 'face' them) are solved by gini@sses. Why? | don't observe myself planning in such situationgadthssiffices

to convince the traditional, introspective phenomenologist that no such plagaigg on. The hetero-phenomenologist, on the other hand, reasons
that one way or another information about the objects in the situatioapantithe intended effects and side-effects of the candidate aotigstshe
used (considered, attended to, applied, appreciated). Why? Becausésetties “smart' behaviour would be sheer luck or magic. (Do weamve
model for how such unconscious information-appreciation might be accomplihedPly model we have so far is conscious, deliberate information-
appreciation. Perhaps, Al suggests, this is a good moddkiiftjtwe are all utterly in the dark for the time being.)

We assure ourselves of the intelligence of an agent by considetintecfactuals: if | had been told that the turkey was poisoned, oré¢heXgosive,
or the plate dirty, or the knife too fragile to spread mayonnaiseldw have acted as | did? If | were a stupid “automaton' - otHi&phex wasp who
‘mindlessly' repeats her stereotyped burrow-checking routine titirsips - | might infelicitously “go through the motions' of making a rglitrsnack
oblivious to the recalcitrant features of the environment.' Butcip fay midnight-snack-making behaviour is multifariously sensitiveutcenit and
background information about the situation. The only way it could be so gensitins the tacit hetero-phenomenological reasoning - is for it to
examine, or test for, the information in question. The informationpnétion may be unconscious and swift, and it need not (it better notytcohsi
hundreds or thousands of seriatim testing procedures, but it must oo®haw, and its benefits must appear in time to help me as | tomgself to
action.

I may of course have a midnight snack routine, developed over the peahich case | can partly rely on it to pilot my actions. Such a ¢caetl

'habit’ would have to be under the control of a mechanism of some comsixie even a rigid sequence of steps would involve periodic tésting
ensure that subgoals had been satisfied. And even if | am an infrsgaeker, | no doubt have routines for mayonnaise-spreading, sandwich-making,
and getting-something-out-of-the-fridge, from which | could composeomgwhat novel activity. Would such ensembles of routines, nicely atezr
suffice to solve the frame problem for me, at least in my nmoiedless' endeavours? That is an open question to which | will retiosm. be

It is important in any case to acknowledge at the outset, and reneseélf frequently, that even very intelligent people do make mistakesre not

only not infallible planners; we are quite prone to overlooking large etnaspectively obvious flaws in our plans. This foible manifests itsthe

familiar case of “force of habit' errors (in which our stereeipioutines reveal themselves to be surprisingly insensitive te portentous
environmental changes while surprisingly sensitive to others). The w@akness also appears on occasion in cases where we have dgnscious
deliberated with some care. How often have you embarked on a projeetm&no-moving variety - in which you've thought through or even “walked
through' the whole operation in advance - only to discover that you must lckaktrabandon the project when some perfectly foreseeable but
unforeseen obstacle or unintended side-effect loomed? If we snkasefdbm actually paint ourselves into corners, it may be not becausenv

ahead so well as that we supplement our sloppy planning powers wittbaatom of recollected lore (about fools who paint themselves into sprner
for instance) and frequent progress checks as we proceed. Evenmsastleow enough to call up the right lore at the right time, anectignize
impending problems as such.

To summarise: we have been led by fairly obvious and compelling congideriat the conclusion that an intelligent agent must engage in swif
information-sensitive 'planning’ which has the effect of producingblelibut not foolproof expectations of the effects of its actions.thbaé
expectations are normally in force in intelligent creaturessisfied to by the startled reaction they exhibit when their expessaare thwarted. This
suggests a graphic way of characterizing the minimal goatémaspawn the frame problem: we want a midnight-snack-making mbet'surprised' by
the trick plate, the unspreadable concrete mayonnaise, the fasethatglued the beer glass to the shelf. To be surprised you Haaectexpected
something else, and in order to have expected the right somethingpeldeve to have and use a lot of information about the things in the world.

The central role of expectation has led some to conclude that the firablem is not a new problem at all, and has nothing particidadtty Wwith

planning actions. It is, they think, simply the problem of having good exfi@ts$ about any future events, whether they are one's own actions, the
actions of another agent, or the mere happenings of nature. Thapi©blem of induction - noted by Hume and intensified by Goodman (Goodman
1965), but still not solved to anyone's satisfaction. We know today thptahkem of induction is a nasty one indeed. Theories of subjective prgbabilit
and belief fixation have not stabilized in reflective equilibriumit gofair to say that no one has a good, principled answer to tegadejuestion: given
that | believe all this (have all this evidence), what oughtkl@ve as well (about the future, or about unexamined parts of tha)wvorl

30f 7 28/07/2015 02:23



COGNITIVE WHEELS: THE FRAME PROBLEM OF Al https: //www.cs.sfu.ca/~vaughan/teaching/415/papers/dennett-cognitivewh...

4 of 7

The reduction of one unsolved problem to another is some sort of progresisfying though it may be, but it is not an option in this case. rEmeef
problem is not the problem of induction in disguise. For suppose the probieducfion were solved. Suppose - perhaps miraculously - that our agent
has solved all its induction problems or had them solved by fiat; éveslj then, all the right generalizations from its evidenceassuatiates with all of
them the appropriate probabilities and conditional probabilities. Thaistagx hypothesi, believes just what it ought to believe about allieahpnatters

in its ken, including the probabilities of future events. It mighthetve a bad case of the frame problem, for that problem conew®o represent (so

it can be used) all that hard-won empirical information - a probtetarises independently of the truth value, probability, warransedtability, or
subjective certainty of any of it. Even if you have excellent knowlealge ot mere belief) about the changing world, how can this knowledge be
represented so that it can be efficaciously brought to bear?

Recall poor R1D1 and suppose for the sake of argument that it had penfédcal knowledge of the probabilities of all the effectalbits actions that
would be detectable by it. Thus it believes that with probability 0.78@&4&uting PULLOUT (Wagon, Room) will cause the wagon wheels tema
audible noise; and with probability 0.5, the door to the room will openherébtan out; and with probability 0.999996, there will be no live elephants in
the room, and with probability 0.997 the bomb will remain on the wagon wieemdved. How is R1D1 to find this last, relevant needle in §sthak

of empirical knowledge? A walking encyclopedia will walk over &,dbr all its knowledge of cliffs and the effects of graviyless it is designed in

such a fashion that it can find the right bits of knowledge at ghe times, so it can plan its engagements with the real world.

The earliest work on planning systems in Al took a deductive approaphiethby the development of Robinson's methods of resolution theorem
proving, designers hoped to represent all the system's “world knowdagdeitly as axioms, and use ordinary logic - the predicate caleub deduce
the effects of actions. Envisaging a certain situation S veakelted by having the system entertain a set of axioms describisiguéton. Added to this
were background axioms (the so-called “frame axioms' that gifeathe problem its name) which describe general conditions andribeageffects

of every action type defined for the system. To this set of axionsy/#tem would apply an action - by postulating the occurrence of soime Adh
situation S - and then deduce the effect of A in S, producing aplé&stief the outcome situation S'. While all this logical deduction Itik&shothing

at all in our conscious experience, research on the deductive approatprooeled on either or both of two enabling assumptions: the methodological
assumption that psychological realism was a gratuitous bonus, ndt efgpare' Al, or the substantive (if still vague) assumption tiva deductive
processes described would somehow model the backstage processes beyausamtsss. In other words, either we don't do our thinking
deductively in the predicate calculus but a robot might; or we do (unooslgithink deductively in the predicate calculus. Quite aside from doubts
about its psychological realism, however, the deductive approach haenahbde to work - the proof of the pudding for any robot - except for
deliberately trivialized cases.

Consider some typical frame axioms associated with the actionrype x onto .
(1) If z ? x and | move x onto y, then if z was on w before, therom iv after.
(2) If x is blue before, and | move x onto y, then x is blue after.

Note that (2), about being blue, is just one example of the many boeorghange' axioms we have to associate with this action-type. ¥iirsete
that a cousin of (2), also about being blue, would have to be associdteyevy other action-type - with pick up x and with give x to y, foiaince.
One cannot save this mindless repetition by postulating once andfomelthing like

(3) If anything is blue, it stays blue,

for that is false, and in particular we will want to leave rdonthe introduction of such action-types as paint x red. Since wriaiayl aspect of a
situation can change under some circumstance, this method requadsdirtg for each aspect (each predication in the description ofe&jan to
handle whether that aspect changes for each action-type.

This representational profligacy quickly gets out of hand, but for stoyeproblems in Al, the frame problem can be overpowered to some bytant
mixture of the toyness of the environment and brute force. The eargrvefsSHAKEY, the robot at SRI, operated in such a simplified éeriles
world, with so few aspects it could worry about that it could getyamith an exhaustive consideration of frame axioms.

Attempts to circumvent this explosion of axioms began with the progagatte system operate on the tacit assumption that nothing chaages in
situation but what is explicitly asserted to change in the defirgfiohe applied action (Fikes and Nilsson 1971). The problem here is$h@grrett
Hardin once noted, you don't do just one thing. This was R1's problem, waigdito notice that it would pull the bomb out with the wagon. In the
explicit representation (a few pages back) of my midnight snackasglluimentioned carrying the plate over to the table. On this propogahodel of
S'would leave the turkey back in the kitchen, for | didn't explicityytka turkey would come along with the plate. One can of course patbk up t
definition of “bring' or “plate' to handle this problem, but only at tst of creating others. (Will a few more patches tame thegrabAt what point
should one abandon patches and seek an altogether new approach? Suchethetindogical uncertainties regularly encountered in this field, and of
course no one can responsibly claim in advance to have a good rule fog dathlithem. Premature counsels of despair or calls for revoltéas
clearly to be shunned as the dogged pursuit of hopelesss avenues;csrdali the field is contentious.)

While one cannot get away with the tactic of supposing that one castdmg thing, it remains true that very little of what could ¢mity) happen in
any situation does happen. Is there some way of fallibly marking#ie direa of important side-effects, and assuming the rest eittiation to stay
unchanged? Here is where relevance tests seem like a gocandehey may well be, but not within the deductive approach. As Minsky notes:

Even if we formulate relevancy restrictions, logistic systeaxe a problem using them. In any logistic system, all the axiemseaessarily
‘permissive’ - they all help to permit new inferences to be drearh added axiom means more theorems; none can disappear. Theres simplirect
way to add information to tell such a system about kinds of conclusiorshihat! not be drawn!... If we try to change this by adding axioms about
relevancy, we still produce all the unwanted theorems, plus annogtegnents about their irrelevancy (Minsky 1981:125).

What is needed is a system that genuinely ignores most of vidmatits, and operates with a well-chosen portion of its knowledge at angmhom
Well-chosen, but not chosen by exhaustive consideration. How, though, can yaisgstem rules for ignoring - or better, since explicit raleving
is not the problem, how can you design a system that reliably ignbegstwught to ignore under a wide variety of different circumstairca
complex action environment?

John McCarthy calls this the qualification problem, and vividly illuesat via the famous puzzle of the missionaries and the cannibals.

Three missionaries and three cannibals come to a river. A rowtadateats two is available. If the cannibals ever outnumberiss®naries on either
bank of the river, the missionaries will be eaten. How shall thess the river?

Obviously the puzzler is expected to devise a strategy of rowing théddaand forth that gets them all across and avoids disaster...
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Imagine giving someone the problem, and after he puzzles for g iiteiggests going upstream half a mile and crossing on a byidtggt bridge?'

you say. "No bridge is mentioned in the statement of the problemthAndunce replies, 'Well, they don't say there isn't a bridga.l06k at the

English and even at the translation of the English into first oodjar, land you must admit that 'they don't say' there is no bridge. Soogtify the
problem to exclude bridges and pose it again, and the dunce proposesgédrelind after you exclude that, he proposes a winged horse or that the
others hang onto the outside of the boat while two row.

You now see that while a dunce, he is an inventive dunce. Despaigatiof him to accept the problem in the proper puzzler s spiritejidum the
solution. To your further annoyance, he attacks your solution on the groundeetbagt might have a leak or lack oars. After you rectify thatsinis
from the statement of the problem. he suggests that a sea moagtewim up the river and may swallow the boat. Again you argdted, and you
look for a mode of reasoning that will settle his hash once and {diaCarthy 1980: 29-30).

What a normal, intelligent human being does in such a situatiorigyage in some form of non-monotonic inference. In a classical, mantugical
system, adding premisses never diminishes what can be proved frprerfisses. At Minsky noted, the axioms are essentially permissideonce a
theorem is permitted, adding more axioms will never invalidatpthefs of earlier theorems. But when we think about a puzzle ol-Efegaoblem,

we can achieve a solution (and even prove that it is a solution, ottevenly solution to that problem), and then discover our solution invalidated by
the addition of a new element to the posing of the problem; eaggdtfto tell you - there are no oars' or "By the way, themgsfactly good bridge
upstream.’

What such late additions show us is that, contrary to our assumptionthatigs weren't equal. We had been reasoning with the aid oé@sqaribus
assumption, and now our reasoning has just been jeopardized by the discavepngtaing “abnormal' is the case. (Note, by the way, that the
abnormality in question is a much subtler notion than anything anyone has yestestjoat of probability theory. As McCarthy notes, “The whole
situation involving cannibals with the postulated properties cannot beleggas having a probability, so it is hard to take seriously the wovadit
probability of a bridge given the hypothesis' (ibid.).)

The beauty of a ceteris paribus clause in a bit of reasoning isrtbaloes not have to say exactly what it means. "What do you meanttotge

being equal"? Exactly which arrangements of which other things cobwefrasequal?' If one had to answer such a question, invoking the patériss
clause would be pointless, for it is precisely in order to evadeablathat one uses it. If one could answer that question, one woukth'tonievoke

the clause in the first place. One way of viewing the frame @matthen, is as the attempt to get a computer to availdtseifs distinctively human
style of mental operation. There are several quite different agipredo non-monotonic inference being pursued in Al today. They have in common
only the goal of capturing the human talent for ignoring what should bee@in@hile staying alert to relevant recalcitrance when it gceur

One family of approaches, typified by the work of Marvin Minsky and Rogears (Minsky 1981; Schank and Abelson 1977), gets its ignoring power
from the attention-focusing power of stereotypes. The inspiring iriséyetis the idea that all of life's experiences, for ait traiety, boil down to
variations on a manageable number of stereotypic themes, paradigoeatarios - “frames' in Minsky's terms, 'scripts' in Schank'

An artificial agent with a well-stocked compendium of framesooipts, appropriately linked to each other and to the impingemerts wiorld via its
perceptual organs, would face the world with an elaborate systehmabimight be called habits of attention and benign tendencies ttlpapticular
sorts of conclusions in particular sorts of circumstances. It waaudomatically' pay attention to certain features in certaimr@mvients and assume
that certain unexamined normal features of those environments wseapi@oncomitantly, it would be differentially alert to relewdimérgences from
the stereotypes it would always begin by “expecting'.

Simulations of fragments of such an agent's encounters with i rggeal that in many situations it behaves quite felicitously andapihanaturally,
and it is hard to say, of course, what the limits of this appraeziBut there are strong grounds for skepticism. Most obviouslg siith systems
perform creditably when the world co-operates with their stereotgpesgven with anticipated variations on them, when their worlds twenger
such systems typically cannot recover gracefully from the misasalysg are led into. In fact, their behaviour in extremis lookslftheworld like
the preposterously counter-productive activities of insects betrayedibyigitetropisms and other genetically hard-wired behavioural routines

When these embarrassing misadventures occur, the system desigirepiove the design by adding provisions to deal with the particules.das
important to note that in these cases, the system does not retdedfidor learn) but rather must wait for an external desigmselect an improved
design. This process of redesign recapitulates the process @flisaetaction in some regards; it favours minimal, pieceraédhoc redesign which is
tantamount to a wager on the likelihood of patterns in future evenirssBme regards it is faithful to biological themes. Nevertiselentil such a

system is given a considerable capacity to learn from its emittrsut designer intervention, it will continue to respond in ins&etsays, and such
behaviour is profoundly unrealistic as a model of human reactivity toldeilifhe short cuts and cheap methods provided by a reliance on steseotype
are evident enough in human ways of thought, but it is also evident thetweea deeper understanding to fall back on when our short cuts don't avail,
and building some measure of this deeper understanding into a systems apjeaa necessary condition of getting it to learn swiftly aacegully.

In effect, the script or frame approach is an attempt to pve-tioé frame problems the particular agent is likely to encoliteile insects do seem
saddled with such control systems, people, even when they do appearlyingerestereotypes, have back-up systems of thought that can deal more
powerfully with problems that arise. Moreover, when people do availstlgas of stereotypes, they are at least relying on stereotyftesraiwn

devising, and to date no one has been able to present any workable ideasatmperson's frame-making or script-writing machinery miglufLised

by its previous experience.

Several different sophisticated attempts to provide the repreiseaidtamework for this deeper understanding have emerged from theideduc
tradition in recent years. Drew McDermott and Jon Doyle have devetopeh-monotonic logic' (1980), Ray Reiter has a “logic for defeadoréng'
(1980), and John McCarthy has developed a system of “circumscriptiomhaliZed “rule of conjecture that can be used by a person or pragram f
"jumping to conclusions™ (1980). None of these is, or is claimed ta bemplete solution to the problem of ceteris paribus reasonindygyuiight be
components of such a solution. More recently, McDermott has offettedhaoral logic for reasoning about processes and plans' (McD&ra@ay. |
will not attempt to assay the formal strengths and weaknesHgessef approaches. Instead | will concentrate on another worry.ofepoint of view,
non-monotonic or default logic, circumscription, and temporal log@pgdear to be radical improvements to the mindless and clanking deductive
approach, but from a slightly different perspective they appear t@beahthe same, and at least as unrealistic as framevaorgsyfchological
models.

They appear in the former guise to be a step towards greater pgjchiolealism, for they take seriously, and attempt to reptethe
phenomenologically salient phenomenon of common sense ceteris paribus 'jingainglusions' reasoning. But do they really succeed in offering any
plausible suggestions about how the backstage implementation of theibusrikinking is accomplished in people? Even if on some glorious futyre da
a robot with debugged circumscription methods manoeuvred well in a non-togrenent, would there be much likelihood that its constituent
processes, described at levels below the phenomenological, wouldfoeaative relations to the unknown lower-level backstage proceskaman
beings? To bring out better what my worry is, | want to introducedheept of a cognitive wheel.

We can understand what a cognitive wheel might be by reminding ouriedv@bout ordinary wheels. Wheels are wonderful, elegant triuaiphs
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technology. The traditional veneration of the mythic inventor of the wibeeitirely justified. But if wheels are so wonderful, why uere no animals
with wheels? Why are no wheels to be found (functioning as wheelsjuireRdirst, the presumption of that question must be qualifiedvAdars
ago the astonishing discovery was made of several microscopiebkdastne bacteria and some unicellular eukaryotes) that have wheats. Their
propulsive tails, long thought to be flexible flagella, turn out to beeror less rigid corkscrews, which rotate continuously', propelleddrpsnopic
motors of sorts, complete with main bearings. Better knowrssfifgeresting for obvious reasons, are the tumbleweeds. Softtgsite true that there
are no wheels (or wheeliform designs) in nature.

Still, macroscopic wheels - reptilian or mammalian or avianelgheare not to be found. Why not? They would seem to be wonderfutadleaanding
gear for some birds, for instance. Once the question is posedblglaesisons rush in to explain their absence. Most important, probabthe
considerations about the topological properties of the axle/bearing bouhadianyake the transmission of material or energy across ityarty
difficult. How could the life-support traffic arteries of a lig system maintain integrity across this boundary? But once that prisipesed, solutions
suggest themselves; suppose the living wheel grows to maturénfarmon-rotating, non-functional form, and is then hardened and sloughekkoff, |
antlers or an outgrown shell, but not completely off: it then rofetety on a lubricated fixed axle. Possible? It's hard to s&ful?sAlso hard to say,
especially since such a wheel would have to be free-wheelingsEridnteresting speculative exercise, but certainly not onshbatd inspire us to
draw categorical, a priori conclusions. It would be foolhardy to deelaeels biologically impossible, but at the same time we jpprreaiate that they
are at least very distant and unlikely solutions to natural probledesain.

Now a cognitive wheel is simply any design proposal in cognitive thebnfy level from the purest semantic level to the most conleregkof “wiring
diagrams' of the neurones) that is profoundly unbiological, however wizamndlelegant it is as a bit of technology.

Clearly this is a vaguely defined concept, useful only as a rhdtabibeeviation, as a gesture in the direction of real difficuititebe spelled out
carefully. ‘Beware of postulating cognitive wheels' masquerasigeod advice to the cognitive scientist, while courting vacuigyraaxim to follow. It
occupies the same rhetorical position as the stockbroker's maxinavbayd sell high. Still, the term is a good theme-fixer forugdision.

Many critics of Al have the conviction that any Al system is and ipestothing but a gearbox of cognitive wheels. This could of course tuto et
true, but the usual reason for believing it is based on a misundenstaftiie methodological assumptions of the field. When an Al modehu s
cognitive phenomenon is proposed, the model is describable at many diesdsitfrom the most global, phenomenological level at which the
behaviour is described (with some presumptuousness) in ordinary mentatfisis, down through various levels of implementation all the wtheto
level of program code - and even further down, to the level of fundanfemtiware operations if anyone cares. No one supposes that the model maps
onto the process of psychology and biology all the way down. The claim ithahfor some high level or levels of description below the
phenomenological level (which merely sets the problem) there &ainy of model features onto what is being modelled: the cognitivegsexcm
living creatures, human or otherwise. It is understood that alble mentation details below the level of intended modelling will isbnso doubt, of
cognitive wheels - bits of unbiological computer activity mimicking gross effects of cognitive subcomponents by using methods utterlythslike
methods still to be discovered in the brain. Someone who failed to &ipréat a model composed microscopically of cognitive wheels ciilld s
achieve a fruitful isomorphism with biological or psychological proegss a higher level of aggregation would suppose there were goiod eeasons
for generalized skepticism about Al.

But allowing for the possibility of valuable intermediate levelsotielling is not ensuring their existence. In a particular instamoedel might descend
directly from a phenomenologically recognizable level of psychologicairiition to a cognitive wheels implementation without shedding anyaltghit
on how we human beings manage to enjoy that phenomenology. | suspedtcimaént proposals in the field for dealing with the frame proliiaxe
that shortcoming. Perhaps one should dismiss the previous sentencge asitmigiography. | find it hard to imagine (for what that is watih} any of
the procedural details of the mechanization of McCarthy's circiptisos, for instance, would have suitable counter-parts in the baelsttay yet to
be told about how human common-sense reasoning is accomplished. If teeskupal details lack “psychological reality' then there is notafihnl

the proposal that might model psychological processes except the phenomeahleegl description in terms of jumping to conclusions, ignorind, a
the like - and we already know we do that.

There is an alternative defence of such theoretical explorationsybavend | think it is to be taken seriously. One can claim (saddceIMcCarthy to
claim) that while formalizing common-sense reasoning in hisdaslhiould not tell us anything directly about psychological processes ohiegsit
would clarify, sharpen, systematize the purely semantic-levehctaization of the demands on any such implementation, biological.ddmce one
has taken the giant step forward of taking information-processiioyisigras a real process in space and time, one can then také stessmback and
explore the implications of that advance at a very abstract Eweh at this very formal level, the power of circumscription anather versions of
non-monotonic reasoning remains an open but eminently explorable question.

Some have thought that the key to a more realistic solution to the freoblem (and indeed, in all likelihood, to any solution at all) newgtire a
complete rethinking of the semantic-level setting, prior to coneémsyntactic-level implementation. The more or less standaag af predicates and
relations chosen to fill out the predicate-calculus format wheresepting the “propositions believed' may embody a fundamentally inappropriate
parsing of nature for this task. Typically, the interpretatiomefformulae in these systems breaks the world down along the fdimi&of objects with
properties at times and places. Knowledge of situations and ewnehesworld is represented by what might be called sequences of siegpahots.
State S, constitutively described by a list of sentences ttiraeat asserting various n-adic predicates true of various plartc gives way to state S', a
similar list of sentences true at t'. Would it perhaps be higtteconceive of the world of planning in terms of histories and pses® Instead of trying
to model the capacity to keep track of things in terms of prindiptgsassing through temporal cross-sections of knowledge expressedsrofeéerms
(names for things, in essence) and predicates, perhaps we couldkeegirg track of things more directly, and let all the crostes®l information
about what is deemed true moment by moment be merely implicit (athdchextract - as it is for us) from the format. These amgpting suggestions,
but so far as | know they are still in the realm of handwaving.

Another, perhaps related, handwaving theme is that the currentlti#Bowith the frame problem stem from the conceptual scheneméagd by the
serial-processing von Neumann architecture of the computers useé o AatAs large, fast parallel processors are developey yviliieoring in their
wake huge conceptual innovations which are now of course only dimly imagiSatde brains are surely massive parallel processor¢eitting to
suppose that the concepts engendered by such new hardware will beadiyeadaptable for realistic psychological modelling. But who cgfl Bar
the time being, most of the optimistic claims about the powetsegbarallel-processing belong in the same camp with the &dxskervations often
encountered in the work of neuroscientists, who postulate marvellouswmgoaivers for various portions of the nervous system without a clue how
they are realized.

Filling in the details of the gap between the phenomenological reagie and the well-understood powers of small tracts of brain istue immense
research task that lies in the future for theorists of everyasion. But before the problems can be solved they must be encounteredeacmiinter

the problems one must step resolutely into the gap and ask how-questisnphllbsophers (and everyone else) have always known is that people -
and no doubt all intelligent agents - can engage in swift, sengitiky-but-valuable ceteris paribus reasoning. How do we do it?afInot yet have a
good answer, but at least it has encountered the question.
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